
We’re moving from narrow to general AI

Requires highly structured data | Labor and integration intensive to set up | Limited to smaller, more tractable problems
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We’re moving from narrow to general AI

Responsive to task-based prompting | Train on entirety of enterprise data | Addresses unstructured problems, unlabeled data

Prior state Emerging state
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General-purpose AI models



Chat-GPT is a purpose-tuned version of GPT-3



Model Progress – Major Model Revisions
Prompt: Describe the evolution of United States Defense Strategy from 1970 to 2020

1970: the world - wide threat from the united states of america. " there 
were some disagreements, " president john b. kennedy said. the president 
began, " in the year of 2012, united states army - based in the united 
states - ordered u.s. army to invade china, china, and europe. as it was 
planning for the united states, the united states of america, " the president 
said. the president paused. " the united states was ordered to defend the 
united states, " he finished.

(and so on)

1970-1980:  Strategic Plans of the U. S . Department of Defense in the 
Middle East; A Comprehensive Strategic Plan.  Washington : U. S. 
Government Printing Office, 1978. 1980-1990 : A Summary of U . S. 
Defense Policy in the Middle East ; A New Approach to the United States 
Defense of the Persian Gulf Region . Washington : U . S. Government 
Printing Office, 1980. 1990-2005 : U. S. National Defense Strategy and 
National Security Strategy . 2 vols . Washington : Government Printing 
Office, U. S . . Vol

(and so on)

1970-1980: During this period, the United States adopted a strategy of Mutual Assured Destruction (MAD). 
MAD was based on the premise that in the event of a nuclear attack by one side, the other side would 
respond with a devastating counterattack. The US also maintained a large conventional military force to 
deter potential adversaries and support allies in the event of a conflict.

1980-1990: The US shifted its focus to the development of high-tech weapons systems, such as the "Star 
Wars" missile defense system, as well as an increased emphasis on special operations forces. The US also 
began to deploy forces in the Persian Gulf region to protect oil supplies from the Soviet Union and its allies.

1990-2000: The end of the Cold War led to a major shift in US defense strategy. The US increased its focus 
on regional conflicts, such as those in the former Yugoslavia, Iraq, and Afghanistan. The US also increased its 
focus on counterterrorism operations, as well as the development of advanced weapons systems, such as 
precision-guided munitions.

2000-2020: The US has continued to focus on regional conflicts and counterterrorism operations, while also 
increasing its focus on cyber warfare. The US has also increased its investments in missile defense systems, 
such as the Terminal High Altitude Area Defense (THAAD) system. The US has also increased its focus on 
developing unmanned aerial vehicles (UAVs) and other autonomous systems to address emerging threats.



State of the Art – What is easy, what isn’t?
Quality Task Notes

Pro/Con Argument
Reasonable arguments in favor of and in opposition to topics can be created, with connections to a 

broader context.

Hypothetical 

Reasoning

Myriad ideas can be generated, and the only downside is it sometimes takes multiple iterations as long 

lists can become repetitive and cycle the same idea “format.”

Summarization The models are very performant at summarizing content.

Story Generation The models can create stories from a sparse prompt, as well as taking a longer arc and detailing it out.

Personalization These models can communicate in personalized styles, using colloquial language.

Simplify/Clarify Simplifying language and clarifying terms are highly performant interactions.

Learn about/see also
While some of the information recall risks are present, these models generally perform very well at 

supporting in-depth and interactive learning interactions.

Elaboration
Much like learning about, elaborating on a topic is generally quite good with some information recall 

risks.

Intention Discovery
These models are surprisingly good at inferring intent from a narrative, however there are gaps in it’s 

knowledge of human behavior when exploring esoteric reasons.  Extensive testing is highly encouraged.

Information Recall

Information gives reasonably clear factual recounting of topics that are well-represented in the training 

corpus. For Wikipedia-like topical exploration, and asking relevant follow-ups on well documented 

topics, this performs well.  For recall of recent events, controversial opinion-based topics, or detailed 

sequences in history, it’s middling.  There is a big risk when information is not trained, as the models will 

hallucinate without warning.

Source Citations
These models are very prone to hallucinate sources, if sourcing is important it must be tied to the 

provided context explicitly or false sources and false links will be created that can be quite convincing.



Using Large Language Models In Enterprise

Problem 1 – Current models do not allow training on or direct use of 

private data, limiting applications in niche domains and raising 

questions of inherent inaccuracy.

Problem 2 – There are limited tools to bring point-problems into the 

NLP models for highly complex analysis; current approaches require 

white glove service and engineering point solutions.

Problem 3 – There are limited operations tools to maintain, and keep 

consumer systems updated with new models, new data, new prompts, 

and new integrations.

Problem 4 – There are no UX/UI solutions to bring these capabilities 

forward as a universal experience across tools.
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